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Abstract

The merging or stitching of separately capturedtipos
(tiles) of an object into a single unified digifatage is becoming
increasingly popular in the cultural heritage comity Maps,
negatives, tapestries, and paintings that were towenerous to
digitize faithfully because of their physical siaee now included
in digital collections. These can be digitally setagether from
component images with several post-processingisakitin some
cases large robotic systems are accomplishing theks.
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imaging performance parameters (geometric distortiand
vignetting), are calibrated beforehand and comgeddar in post-
capture processing. However, the total ownershiptscde.g.,
training, equipment, software, and maintenance)hmmhigh, and
outside the budgets of most institutions.

A more common, economical, approach uses capeuieeat,
like digital SLR cameras or linear array scannevigh limited
fields of view to capture multiple sub-images ttagether cover
an entire object of interest. For this communitgsth objects tend
to be large maps, newspapers, tapestries, and lakgs format

When such stitched images are viewed without a know negatives where higher sampling rates (i.e. dpi, g required.

reference image the stitching performance can appgéte
remarkable. What and where are the hidden flavikése stitched
objects? Are certain content types more proneitohgtg errors
than others? Are there analytical tools to detétthéng errors or
are visual assessments sufficient? What operatguidelines and
software options offer the best stitching soluti@gd, as is often
the case, do these tools cater to other imagingprsewith quite
different sensitivities than those of cultural kege institutes.

We explore these questions and offer an assesshdigst
current thinking on the pros and cons of differdigital stitching
solutions and guidelines on how to make them perfoell.

Introduction

As the need to faithfully digitize large flat obfe (larger than
AO0) with sufficient resolution has increased, s® tbave the
solutions for doing so. A classic and simple soluthas been to
physically scale common linear array scanner hareli@ match
expected object sizes. The concept is simple: maovarge flat
object past an imaging detector head in a precté®gd manner
to capture single lines of image data that are theguentially
combined to yield a finished image file of a twoménsional
object. While not often thought of as image stichi this
approach is indeed the most basic and accurate dbstitching:
line after line of image data is combined by thamser's hardware
environment to yield a larger ‘stitched’ image Wwotdimensions.

Some linear array scanners will even move thealireray
side to side over a wide platen area and stitctsitheway image
components together for greater areal coverage.b@amg these
image components is accomplished within the scarierage
processing pipeline and is invisible to the uséiese are examples
of integrated imaging systems, where high levelviiedge about
the scanner’s position, performance and movemengvailable
beforehand. This approach is used to achieve vigty $titching
accuracy. In this sense, the image stitching psobas near perfect
‘vision.’

Such methods, and intelligence, are used on adgsaale
today using two-dimensional step-and-repeat robaystems
employing rapid capture devices. These are typicalied to
digitize large vertically mounted artwork (typicalpaintings or
large murals) [1] that is difficult to move, and stde scanneih-
situ. These tend to be highly constrained closed systevhose
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These environments are distinguished from stitchaiglarge
artwork in several ways.

Less high-level calibration information. Generally speaking,
well-characterized lens data, or resources tobiglimeasure them,
are simply not available for most users. Having tens correction
information available with software to exploit ielps greatly in
accurate stitching reconstruction. Lack of thesa dequires blind
processing, based on general assumptions. Thisesait in poor
results.
Demanding productivity requirements. Large amounts of time to
manually edit images to remove stitching artifaate just not
acceptable for most imaging environments. While potational
execution time to stitch images together is acddptamanual
intervention must be held to a minimum.
Challenging content typesand usage Stitching errors near abrupt
high contrast features with strong rectilinear gistues, especially
in the midst of large monotonous image regions, banquite
objectionable. Especially for maps, accurate dgtitghs critical
because of the spatial geometry requirements. fitehed image
is an object of information, not just a picture miefor casual
viewing.

We concentrate our study and exploration in thisgp on this
digitization environment since it is the predominarase for
cultural heritage imaging institutes.

Underlying Software Operations
And now | see with eye serene, the very pulseeahtichine.
Henry Wordsworth, She was a Phantom of Delight

The basic operations underlying an image stitchamgration

include;

1. Identifying approximate relative location of therieas
component (tile) images.

2. Identifying corresponding image features in eacthef
overlapping regions.

3. Selection of stitching boundaries, margins, foreset of
overlapping regions.

4. Correction for camera distortion or perspectivéedénces,
based on image intensity differences and locatidns
corresponding features. This step will often ineolv



resampling of the image information in regionsffam the
stitching boundaries, in order to deliver a continsr
appearing composite image.

5. Merging (combining) of the image (pixel-value) dateand
near to the stitching boundaries.

As stated above, a good approach for image proags&iut
especially operations which involve object idectfion and
content interpretation, is to supply available @fprinformation
whenever practical. For our applications this véke the form of;
- Relative location and orientation of component iesg
alleviating step 1. Furthermore, if these are egldty simple
translation (overlapping tiles at regular interyathis reduces
the loss of detail in the final image (step 4).
Known or reduced camera distortion and perspective
differences. This helps with step 4.
Reduced image intensity differences (due to illLation
variation) between component images. This reduees t
severity of the processing in step 5.

Figure 1, from Ref. 2 shows several of the stepmodern
image stitching software. The example is showrtterstitching of
a neighboring image to a ‘target’ image. The seczied shows the
identification of an overlap region, based on salveorresponding
features. As seen in the third step, a candidatehisty path is
identified by searching the two images for a lowiation (called
‘minimum error’) path. This is done so as to redtiee visibility of
the stitching boundary in the final composite imagee two sets
of image data are merged (combined) at and nedvdbedary. In
this case, some features in the target image otethare replaced
by more uniform regions in the second image. Nbsg, tfor this
example, both input component images are assumeected
(resampled) for any spatial distortion and diffeesin sampling

el

target error map target
image before overlap region with minimum stitch image after
stitching error path stitching

Figure 1: Outline of steps used in current image stitching software (from Ref. 2)

We now describe a simple experiment aided at tigagson
the likely imaging performance when image stitchiagvorking
well, with a highly textured scene. As an examplea@womplex
scene, consider Fig. 2, from a digital camera. Tipsit scene was
then cropped into four overlapping tile imagesiraiicated by the
rectangles superimposed on the scene. These fduimsges
where then stitched together using Adobe Photosuffware,
which worked well. While displaying the stitched age in the
ordinary way on a computer monitor, the differendetween
original and stitched image were not visible. Feg® shows a
cropped section of the stitched image.

Figure 2: Scene used in tiling investigation, showing the four tiles formed from
cropping the original.

Figure 3: Section of the above image after stitching

To visualize the image differences introduced Iy image
stitching operation, an error, or difference ima&gshown in Fig. 4
for the same region as shown in Fig. 3. We showptkel-by-pixel
difference (stitched — original) for the green cealecord. Note that
the difference image does contain information abitwgt scene
content of the original image. This is due to thethis case minor,
spatial processing of the tile image data to coraey changed in
image sampling or rotation. In our case there shbalve been no
changes in either of these parameters. Howevegmgers for
these operations are estimated from the imagebyatae software.
Small changes in the estimated sampling interval eostation
parameters (part of any robust object-oriented anppcessing)
lead to such spatial processing. As we see, theeinde of these
differences extends far from the stitching pathm&omes this type
of image difference can reduce the apparent shaspoé the
stitched image content, although the effect wasseotre in this
case.
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Figure 4: Difference image for the region shown in Fig. 3, for the green color-
record

Software Tools and Features

There is a wide selection of stitching softwareltcavailable.
Each has idiosyncrasies. The more popular comniigrcia
supported ones used in cultural heritage imaging Adobe
Photoshop’s Photomerge, Autopano, and PTGui. Atkviritially
developed as creative tools and hardly ever prodeometrically
accurate results without intensive and time conagmmanual
corrections. By using the available correction soulithin each
package though, highly acceptable visual resultsbeaachieved.
All lines will appear contiguous with even and wgthded
lighting. One should not confuse these visuallyegbipg results
with accurate ones though.

Since productive workflows are essential to caltureritage
imaging it is important to achieve as good a reaslipossible in
the initial stitching attempt. We have learned thés foolish to
attempt to do heroic corrections on initially paasults. It just
isn’t worth it. If a reasonably good result is anléd though, most
stitching software packages provide interactivdst@o make good
geometric corrections. We encourage the user tstain the use
of these tools to simple translation, scaling, kevgperspective
changes. Tie-point correction tools are also albglavithin these
packages, as are sophisticated geometric warpaig tioat require
a very high skill level. Puppet Warp in Photoshopi@point edits
in Autopano fall into this category. Give them wifryou dare, but
you may find they are overwhelming. Be preparetiitdhe undo
keys.

If four software features are good, then elevestrbe better.
Right? Well, not really. As is often the case, aager selection of
features can lead to more variable results, ifaioy other reason
than managing and objectively documenting the tegtdm all of
the permutations of these multiple selections. Siones, less
really is more. One good measure of a resilienttstig algorithm
is simplicity. The advantage of being able to Selgrto a dozen
tile images and blindly feed them into a stitchimlgorithm and
frequently get a good result is so much better thetting many

fewer excellent results through multiple attempfs ao highly
featured algorithm.

Error Detection
There is always something to upset the most caoéfaliman
calculations
Iharea Saikaku, The Japanese Family Storehouse

The best tools currently available for detectititglsing errors
are the eyes. Their ability to quickly detect verynor spatial
errors in stitched panoramas is excellent, espggaidien coupled
with visual cueing features like image layers amgh$parency
tools, or spatial reference features captured aldtigthe content.

Many gross spatial errors like large line dislomas or
pincushion and barrel distortions can be easilgdet with low
resolution inspections. More subtle errors in thB fhixel level
range need to be inspected using 2x - 4x zoom dépalf image
editor software. Examples of these are shown in%&nd Fig.6.
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Figure 5: Use of Layers and transparency tools in Photoshop Photomerge to
help in detecting stitching errors
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Figure 6: Obvious error on a map border



Often, non-uniform illumination over a field ofemw or lens
vignetting causes shading errors at image capthen blending
tiles together, stitching software will attempt d¢orrect for these
errors so that the completed image appears unioithaminated.
Visually detecting luminance blending errors isfidiflt. This is
because the blending typically occurs over largey frequency
regions. One way to enhance any blending errorghey are
visible is with aggressive tone adjustment toolke liimage
equalization functions.

Sources of Variability & Best Practices
From error to error, one discovers the entire truth
Sigmund Freud

There are several sources of variability in capturthe
individual tiles that can make the image stitchipgocess
inaccurate and very difficult from which to corredlanaging
them can be the key to more accurate and produdthage
stitching operations. These are described belowngalavith
suggestions on minimizing the variability in each.

Lens performance variability over the field of view — Low

aberration lenses with very little vignetting issited. None are
perfect, so using software lens correction and isigadorrection
software, in moderation, on each tile before merginblending is
recommended. A 1/3 stop illumination difference wesn the
center corners is easily corrected for withoutddtrcing artifacts.
Using zoom lenses and attempting to correct forr paff-axis

optical performance is not recommended though. cBlfyi the

software correction is inadequate or too aggresiivehese type
of lenses.

Software complexity or inadequacies- Naturally the stitching
software plays a big role in the ability to accaehlatmosaic tiles.
But, almost all higher level software products héweir basis in
methods outlined by Somol and Haindl [2]. The d#feces largely
lie in the user interface and ease of use. Decidingoptimal
“advanced” settings for some software can be dege. The post
correction tools available within the software eowiment also
need to be intuitive. We have found simple scaliag,translation,
skew/perspective, and pincushion/barrel correctiorsk very
well.

Computer platform — Image stitching always involves large final
images (1-3 Gbytes) as well as relatively largesti(150-250
Mbytes). A typical number of tiles per image isvbetn four and
twelve and sometimes as large as thirty. To ma&ethcessing of
such large files feasible the computer platform asdociated
drives need to have sufficient memory, swap disicepand often,
multi-core capability. Indeed, some stitching peogs monitor the
progress of the stitching process and make dynaexsions on
how to best provide a final image in a reasonabieumt of time.
If computer resources become scarce, certain Ipgadaptive,
decisions in the algorithm are made. The resulbfien a sub-
optimal stitch. This sometimes manifests itselfwitiriable results
at different execution times (e.g., day 1 vs. dgy d2spite
providing the software the exact same image filed processing
selections. It is for this reason that high spealit sstate drives

(SSD) are often recommended to be installed on glatiorms
where stitching operations are done.

Device mechanics and capture setup -No matter how
sophisticated or primitive, all image tile captunegjuire some
form of mechanical step-and-repeat process. Sorestthre object
remains static while the camera steps and repbatsthers, the
object moves while the camera remains static. Tdoairacy and
precision of the resulting stitch are proportiot@lthe accuracy
and precision of the stepping process. When pasdibis process
should be constrained to simpley translations. Any rotation of
the object from one position to the other makes gtitching
process that much more complex and inaccurate. Some of
precision table movement should be used for thispqse.
Manually moving the object, by hand, will invarighintroduce
some rotation from tile-to-tile.

The amount of overlap between tiles is importataturally
the more overlap the better and more accuratetitthexd image.
Usually 25-40% overlap is recommended by softwaoeigers. In
the spirit of productivity though, we have foundywéew cases of
practitioners using a 40% overlap. It is simply toedundant.
Typically, overlaps of 20%-30% are used and witlhdysuccess,
especially if all other variables are well manageédual or nearly
equal sized tiles are also helpful for good results

Finally object flatness is important. While a bawemany
conservators glass overlays or vacuum tables shmmittbnsidered.
Undulations or creases in an object are reportdgetproblematic
for some stitching software.

Object characteristics — Structureless, monotonous, regions
versus ever changing feature rich areas. Stitcpimgesses use
both image characteristics to merge (i.e. featuaes) blend (i.e.
structureless) tile images. Stitching software appéo work very
well when these full feature areas are of an “cicfamature. That
is, the structures and features have a random eudasrandom
texture to them. We believe this is not so muctraperty of the
stitching algorithm performing well as much assiour inability to
visually detect errors in these image areas.

Straight isolated lines in otherwise monotonougiams,
similar to those found in maps, provide strong difetlearned
visual cues. While these features provide stroggas by which
stitching algorithms can cue, they are met witregoally difficult
task of trying to hide in the open. They provideryweyood
benchmarks for judging alignment accuracy.

Tactical approaches -One way of managing ill-behaved stitching
jobs is to take an incremental approach. Rathem tittempt to
align all tiles as one batch, align smaller batcfeeg. two at a
time) and then align these to each other in tutris Dften makes
the job easier and faster, since it uses fewer atengesources.
This was demonstrated to us by several users.

Other approaches fall into the ‘black-magic’ catgg Some
practitioners have found that tiles on either dark white
background levels seem to respond to more accata@ements
than others. Others have found that cropping tldévidual tiles
beforehand also helps. While one can speculatetdabelcause of
this behavior, the only effective way of testingsh approaches is
by trial and error.



Finally, it is recommended that, if possible, txwhave the
individual tiled layers for future repurposing apdocessing as
new and better stitching processes become available

Alternative Solutions

Large flatbed scanners continue to be the altersaiution to
digitizing large flat objects discussed here. lhdgeed that some of
these scanners are simply not affordable for mustitutions. At
the risk of provoking reader’'s scorn, we proposat thisers
consider the use of wide (36"- 48”) sheet-fed seasrfor non-
fragile oversized documents as a substitute fqr-atel-repeat tiles
and stitching.

The performance of these devices has improved rkeily
over the years. They are inexpensive and very st authors
have personally characterized a 36" wide sheetsfehner and
found it to produce an artifact free color scantrae 600 ppi
resolution, on 1 mil newsprint without damaging thegper. The
scan time to deliver a finished .jpg file of a 2d36” document at
this resolution was 12 seconds. If concerns abbjgcb damage
remain, these can be addressed by inserting thandot into
clear acetate sheets without loss of speed or peafice.

Such devices are not suitable for all large-obgaanning.
However, we suggest performing some form of calbect
management triage to identify items for which theguld be
suitable. This can significantly reduce the costag#nning not only
in scan time, but also operator training, setupd aorrective
actions.

Conclusions

The merging or stitching of separately capturedgiesafor an
object into a single unified digital image is import for the
cultural heritage community, especially for affdsdiy. The
images are captured with scanners, digital camara$ large
robotic systems.

Often the stitching performance can appear quitearkable;
however there are often problems with the resultthe stitching
software operations. Some are subtle, such asod®e df image
detail due to image resampling (resizing and rotgtioperations.
Other errors are more obvious when the compositagémis
viewed. Once we have a basic understanding ofteps sised by
current image stitching software, we can make st®rggestions
that will improve results. The first is to contrible lighting and
relative position of the component tile images kat tthey are
approximately related by simple translation acith&sobject. The
second is to characterize the camera taking les®rtibn (e.g.
barrel or pincushion), and correct each imagefiler to image
stitching.

Several commonly used image stitching software peteduse
algorithms that, due to speed considerations, nsnitial guess at
parameters, which are subsequently refined. Thislead to a
variation in results when the stitching operatisrrin again with
the same input data. This type of variation canetones be used
to advantage, when poor results are received. Reifmg the
stitching software, with either the same conditiomschanged in
control parameters can yield improved results. Timglies that,
for cultural-heritage imaging operations, we fregflie require a
skilled (software) operator.

Better objective quantification tools as well astimoels for
full referenced stitching distortion metrics areeded. While final
images appear to vyield suitable results, major gtocal
distortions compared to the original do exist. Aoditer
community conversation on the subject needs toroaspecially
if such images are intended for accurate informationtent.
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Appendix: Image Stitching with Adobe
Photoshop
Original content provided by Jeff Chien, Adobe 8yss$ Inc.

Photomerge is an automatic workflow tool for stitching
images together in Adobe Photoshop. It makes ugautaf-Align
and Auto-Blend operations to align the images (including
correcting spatial distortion) and applies mask{sge the layer
mask) and gradient domain fusion (pixel value miodifon) to
arrive at a seamless composition.

Depending on the content type, some manual eddmipe
resulting photo mosaic may be required. This iseisfly true for
high resolution tiles of maps where sufficient éeat in the tiles
(e.g., large monotonous regions such as bodiesat#rvor deserts)
are not available for good feature detection Riyotomerge. In
such cases, one can try a slightly more manualoagpr(that can
be recorded as arction) but with the addition of further manually
correction. This process is described below



1) SelectFile/Scripts/Load Files in Stacto bring up the dialog
from which to choose the image tile sets. Sel¥tto load all
images as a layer stack (see Fig. Al)

Figure A3: Initial guess alignment using auto-align

Figure Al: Photoshop Load Layers dialog

2) Select all layers and ruadit/Auto-Alignas shown in Fig. A2.
This example shows tHReposition option. SelecOK

Content-Aware Scale NG #C

Puppet Warp
Free Transform BT
Transform »

Auto-Align Layers...
Auto-Blend Layers...

Figure A4: Example of manual nudge after inserting missing tile & edit tool
menu (below) for doing so

5) Auto-Blend is the command that will create layer masks and
seamlessly blend them. If effectively uniform ligigt has been
achieved, one may not need the step. In any capephably

Figure A2 — Edit/Auto-Align menu will do harm to run it to see if it turns out bettét will do a
smart cutto better align features from one tile to another.

3) The result will be the aligned layer stack withdlueé mask as =
show below. Occasionally, some tiles may be misalior

— Blend Method

missing, but one hopes that most tiles will be igoad initial @ panorama
position. With this dataset, we are lucky to hamty®ne tile B fiTE
missing, making the remaining task simpler. L

4) The following describe finding/selecting thessing tiles to —_—
move (themovetool) to the right location and adjust the tiles H

that are in poor alignment. These alignments asélyedone
with one of many tools found under the Edit menunc®
happy with the alignment, one can optionally Auto-Blend

(select all layers again) to seamlessly blend thegether, or
simply flattenthem without the blending.

Seamless Tones and Colors

o P scstoess
3 e

igure A5: Auto-blend step in Photoshop



